
 

 

HABE: A SECURE FILE STORE IN CLOUD 

ENVIRONMENT 
S.K.Dhosarathi#1, V.Kiruthika*2, B.Karthika#3 

# 
Department of Computer Science and Engineering , K.Ramakrishnan College of Technology, Anna University, Trichy 

1dhosarathi2198@gmail.com 

2kiruthika842@gmail.com 

3karthikanithya20@gmail.com 

 

Abstract— Cloud computing is an emerging technology which provider an assortment of opportunities for online sharing of 

resources or services. The large amount effective benefit of using cloud computing is high availability of services with less cost and 

simple scalability. Cloud provides different type of services and storage security but some challenges are still present in it. Out of 

which privacy concern, synchronization, scalability, load balancing and replication are important issues. Data replication means 

maintain many copies of similar data on similar server or on different servers. In connection with cloud computing data replication 

can be said as storing multiple copies of same data on different location (servers), locally or at remote sites. If data is present at one 

site only, then it will be very difficult to handle the requests for accessing the data. Server will face a heavy load situation and system 

performance may degrade. So in this project Implements Heuristic Attribute Based Encryption (HABE) approach to fragment data 

sets which are uploaded by data owner and implement graph based approach to calculate the distances using T-Coloring method to 

predict the data nodes for placing fragmented data. This proposed approach is very useful to data owner for protecting data from 

attackers. Then we extend our approach for checking consistency in cloud system at the time file updating. And propose a heuristic 

auditing strategy (HAS) which adds appropriate reads to reveal as many violations as possible. It can be done by using user operation 

table. Each user maintains a UOT for recording local operations. Each evidence in the UOT is described by three elements: operation, 

logical vector, and physical vector. Experimental results provide improved security and reduced retrieval time for accessing data 

from cloud system and implemented in real time cloud environments. 
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I. INTRODUCTION 

Cloud computing is an emerging technology which provider a lot of opportunities for online sharing of 

resources or services. One of the fundamental advantages of CC is pay-as you-go pricing model, where 

customers pay only according to their usage of the services. Cloud Computing is an internet oriented a 

computing. It dynamically delivers everything as a service over the internet base an on user demand, such 

as network, operating system, storage, hardware, software and resources. These are cloud services types: 

Infrastructure as a service (Iaas), Platform as a service (Paas), and Software as a Service (Saas). Cloud 

Computing is implementation as three models such as Public, Private and Hybrid Clouds. Cloud Storage 

system, is a also known as Daas (Data storage as a service), is the abstract of storage last an interface 

where resources can be administered on demand [7]. Cloud data resources works on sharing file systems 

because of its ability to handle an infinite volume of data effectively. Storage can be local or remote. 

Cloud computing is cost effective, secure and scalable but managing the load of random job available is a 

difficult work. Data availability means data is accessible when never it is requested. Accessibility of data 

increases with increment in number of duplication of data. But after reaching a specific level of 

duplication, there occurs no development in availability. So it is better to find an optimum level of 

duplication. Availability and duplication ratio also depends on node failure ratio. If failure probability is 

high, more number of duplication of that data is required. So if node failure ratio is less, less duplication 

number is required for maximum file availability. 

A. Related work: 

K. Bilal,et.al…,[1]presented a comparison of the major DCN architectures that address the issue of 

network scalability and oversubscription and simulated the performance of the major DCN architectures 
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in various practicalscenario under different network configurations. The presentation of the three-tier 

architecture is dependent on physical topology and oversubscription share at different network layers. 

 
M. Manzano,et.al…,[2]represents the robustness analysis of the DCN topologies and various 

observations. The consequences provide the standard heftiness metrics, such as average nodal degree, 

algebraic connectivity, and spectral radiuses provide the standard heftiness metrics, such as average nodal 

degree, algebraic connectivity, and spectral radiuses are incapable to evaluate DCNs appropriately. Most 

of the metrics only regarded as the largest connected component for robustness evaluation. 

 
D. Boru,et.al…,[3]projected a data duplication technique for cloud computing with datacenters which 

save the energy, network bandwidth and communication delay both between geographically sharing data 

centers as well as inside each datacenter. 

 

W. A. Jansen,et.al…, [9]formative the privacy of complex computer systems is also a ancient privacy 

problem that overshadows large scale computing in general. Attaining the high promise qualities in 

development has been an obscure goal of computer privacy researchers and practitioners, and is also a job 

in growth for cloud computing. 
 

G. Kappes,et.al…,[10]analyze the privacy requirements in multitenant data systems. Then we introduce 

the dike authentication architecture, which combines native access control with renter namespace isolation 

that is backwards compatible to object-based file systems. 

 

II. HABE FRAMEWORK: 

Duplicate can be used for maintaining availability in company any load conditions or failure 

situations. By improving the technique of duplicate, performance and availability of system can be 

improved. But excessive duplicate can also adverse effects like high level storage cost or degradation in 

systems overall performance due to excessive use of bandwidth. So HABE framework is better to use 

because it can understand fragments of the data. T-coloring algorithm can provide improved results in case 

when system is in model state. It is generally used when requests are of similar nature and distributed 

equally. In T-coloring, measure the distances of each data for placing data in cloud system. Distances are 

calculated using centrality measure. Centrality is measure of the relative importance of a node in the 

network. But in HABE framework, data can be lost due to updating at the time of retrieving from cloud 

storage.This problem can be overcome by the following section and illustrated HABE framework in fig 
 

 
 

Fig. 1 T-coloring Framework 
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III. TECHNIQUES FOR ABE ALGORITHM: 

. 

A. Setup () 

The setup algorithm takes as input a security parameter λ and a small universe description U= {1, 2, 

3…, ℓ}. It first runs G (λ) to obtain (p,G,𝐺T ,e), where G and and 𝐺T are cyclic groups of prime order. 

It then chooses g,u,v,d ∑ G,and α,a ∑ 𝑍∗uniformly at random,for each attribute i ∑ U. It chooses a 

random value Si ∑ Z* p and a collision-resistant hash function H:G⟶ 𝑍∗,the public parameters PK = 

(G,𝐺T ,e,g,u,v,d,𝑔a , e( g, g)α ,𝑇i = 𝑔si∀ i ,H). It outputs a master public key and master secret key 

MSK= α. 

B. KeyGen () 

The key generation algorithm randomly picks t ∑ Z* p 

K = 𝑔α𝑔at 

𝐾o= 𝑔t 

𝐾i= 𝑇t∀ i s 

It outputs a transformation key and decryption key. 

 

C. Encrypt () 

The encrypt algorithm use the public parameters, message and access structure [17]. Access structure 

consists of attributes and their mapping. 

C = uH(M)vH(M)d 

C1 = M. e(g. g)αs 
C' = gs 

C1,i = ga,Ai,vT–r1,iρ(i) 

D1,i = gr1,i∀ i ∈ {1,2, … ,1} 

C2 = M. e(g. g)αs 
C' = gs 

C2,i  =  ga,Ai,vT–r2,iρ(i) 

D2,i = gr2,i∀ i ∈ {1,2, … ,1} 
 

It output a cipher texts CT as, Encrypted data 

CT=((A,ρ),ĉ, C1, C' , C1,i, D1,i , C2, C' , C2,i, D2,i) 1 2 

 

D. Transform () 

This algorithm will generate the transformed cipher text. This algorithm takes as input the public 

parameters PK, cipher text CT, and the transformation key TKs to generate the transformed cipher text 

CT’ .It send the transformed cipher text to the user. 
 

 

K' 
T' = [e(c' , ] 

 1 1  [(∏    (e(C   , K' ). e( K'    , D  ))ωi) 
i∈I 1,i 0 ρ(i) 1,i 

= [e(g, g)αs/ze(g, g)ats/z/[G(e(g, g)atAi.vωi/z 

i∈I 

=  e(g, g)αs/z 
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K' 
T' = [e(c' , ] 

 2 2  [(∏    (e(C    , K' ). e( K'    , D  ))ωi) 
i∈I 2,i 0 ρ(i) 2,i 

= [e(g, g)αs'/ze(g, g)ats'/z/[G(e(g, g)atAi.v'ωi/z 

i∈I 

=  e(g, g)αs'/z 

 

E. Decrypt () 

 
Decrypt algorithm uses the public parameters, transformed cipher text, and decryption key. 

PK = (G,GT ,e,g,u,v,d,ga ,e( g, g)α ,Ti = gsi =g ∀ i ,H) 

CT = ( (A, ρ),ĉ, ĉ, C1, C' , C1,i, D1,i , C2, C' , C2,i, D2,i,i ) 1 2 
CT’ = (T=C, T1 = C1, T', T' = C2, T2′) . 

1 2 

RKs = z 

IV. IMPROVED HABE FRAMEWORK: 

 

 

Cloud computing service provider requires a system which can handle a large number of requests at a 

time. For processing the enormous cloud of needs for data access consent, services need to be very 

available. System keeps many copies of the blocks of data on different nodes by duplicate. A large number 

of replication strategies for management of replicas have been implemented in traditional system. As a 

result of replication, data replications are stored on different data nodes for high reliability and availability 

[16]. Duplication factor for each data block and replica placement sites need to be decided at first. In 

existing framework data can be lost so in this paper propose improved HABE framework that includes 

heuristic auditing strategy to protect the data from loss. It present efficient consistency as a service model, 

where a group of data owners that constitute service provider can verify whether the data cloud update the 

data or not and design user operation table to change status of fragmented files with different metrics and 

proposed framework in fig 2. 

 

Fig. 2 Improved HABE Framework 
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V. EXPERIMENTAL RESULTS: 

We can evaluate the performance of the system using the parameters such as(i)increasing the number of 

nodes in the system, (ii)increasing the number of objects keeping numberof nodes constant, (iii) changing 

the nodes storagecapacity, and (iv) varying the read/write ratio. These measurements are consolidated as 

capacity of replication node and time of updation. And it can be plotted as graph in fig 3 

 

 

Fig. 3 Experimental Result 

 

 
VI. CONCLUSION: 

In this paper, we current enabling data reliability proof and regularity services over multi cloud system 

using Heuristic auditing strategy which helps in revealing violations as much as possible. The cloud 

consistency model and local auditing, global auditing that helps users to verify the cloud service provider 

(CSP) provides the promised consistency or not and quantify the severity of the violations. Therefore 

system monitors consistency service model as well as level of data upload which helps the user to get the 

data in updated version. User can understand various sub servers in CSP.   It is a considered to provide 

regular update mechanism to authenticate fragments simply and provide the data to users after updation 

only. 
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